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ABSTRACT

Several warm-rain microphysical parameterizations are evaluated in a regional forecast model setting

(using the Naval Research Laboratory’s Coupled Ocean–Atmosphere Mesoscale Prediction System) by

evaluating how accurately the model is able to represent the marine boundary layer (MBL). Cloud properties

from a large suite of simulations using different parameterizations and concentrations of cloud condensation

nuclei (CCN) are compared to ship-based observations from the Variability of the AmericanMonsoon Systems

(VAMOS) Ocean–Cloud–Atmosphere–Land Study—Regional Experiment (VOCALS-REx) field campaign

conducted over the southeastern Pacific (SEP). As in previous studies, the simulations systematically un-

derestimate liquid water path and MBL cloud depth. On the other hand, the simulations overestimate pre-

cipitation rates relative to those derived from the scanningC-band radar on board the ship.Most of the simulations

exhibit a diurnal cycle, although details differ somewhat from a recent observational study. In addition to

direct comparisons with the observations, the internal microphysical consistency of simulated MBL cloud

properties is assessed by comparing simulation output to a number of observationally and theoretically derived

scalings for precipitation and coalescence scavenging. Simulation results are broadly consistent with these

scalings, suggesting COAMPS is behaving in a microphysically consistent fashion. However, microphysical

consistency as defined in the analysis is highly dependent upon the horizontal resolution of themodel. Excessive

depletion of CCN from large coalescence processing rates suggests the importance of parameterizing a source

term for CCN or imposing some form of fixed, climatological background CCN concentration.

1. Introduction

Marine boundary layer (MBL) clouds substantially

affect the moisture and energy budgets of the Earth’s

atmosphere (Krueger et al. 1995; Leach and Raman

1995). On average, stratocumulus clouds off the western

continental coasts cover approximately 34% of the

world’s oceans (Klein and Hartmann 1993). These per-

sistent low clouds remain a source of substantial un-

certainty in climate models (Bony and Dufresne 2005;

Medeiros et al. 2008; IPCC 2013), and on shorter time

scales produce drizzle and fog, which can affect maritime

and aviation operations (Mechem and Kogan 2003).

MBL cloudiness is not characterized by a single cloud

type but rather by a continuum of cloud regimes and

transitions. Oceanic cloud regimes transition from un-

broken stratocumulus near the coast, to open-cell shallow

(trade) cumulus farther west, followed by cumulus con-

gestus and deep convection in the western tropical oceans

(Albrecht et al. 1995; Stevens 2005). Because many of the

processes that occur in clouds (lateral and cloud-top en-

trainment, microphysical processes) are smaller than a

mesoscalemodel grid volume, theymust be parameterized

(McCaa and Bretherton 2004;Wang et al. 2011). Regional

forecast (mesoscale) models have consistently struggled

with accurately representing MBL cloud processes.

Rahn and Garreaud (2010a,b) compared output from

the Weather Research and Forecasting (WRF) Model

with observations from the Variability of the American

Monsoon Systems (VAMOS)Ocean–Cloud–Atmosphere–

Land Study—Regional Experiment (VOCALS-REx;
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Wood et al. 2011; Mechoso et al. 2014), and found that

MBL depth varied little along the coast. An east–west

gradient in sea surface temperature (SST) leads to a

corresponding east–west gradient ofMBLdepth, with the

deeper MBL farther west (Rahn and Garreaud 2010b).

Zonal flow in the southeast Pacific (SEP) is minimal, and

the lower-tropospheric meridional flow is predominantly

southerly, which contributes to the northward movement

of continental aerosols. Toniazzo et al. (2011) corrobo-

rate the findings of Rahn and Garreaud (2010a,b) and

also demonstrate that a midlatitude cyclone caused the

advection of high aerosol concentration early in

November 2008.

Wang et al. (2011) conducted real-time forecast sim-

ulations during VOCALS using the Naval Research

Laboratory’s (NRL) Coupled Ocean–Atmosphere Me-

soscale Prediction System (COAMPS; Hodur 1997).

Wang et al. found that COAMPS consistently under-

estimated liquid water path (LWP) of nearshore clouds

and MBL depth. Because synoptic forcing during the

VOCALS field campaign was weak, the negative biases

in LWP and MBL depth likely arise from errors in how

theMBL subgrid-scale (SGS) dynamics and microphysics

are represented in the model. Wang et al. also show sig-

nificant improvements to the model output when simu-

lations are runwith grid spacings less than or equal to 5km

in the horizontal. Increasing horizontal resolution in their

simulations (#5km) reduced relative error by 25%–50%

for MBL depth and cloud water mixing ratio qc.

Even in high-resolution simulations, however, poor

treatment of microphysical processes can lead to over-

production of precipitation, corrupting the diurnal cycle

of cloud properties (Boutle and Abel 2012). Running

the Met Office Unified Model (MetUM) for a 2-day

period during the VOCALS field campaign, Boutle and

Abel found that cost-effective improvements to the mi-

crophysical parameterization, such as replacing the au-

toconversion formulation or modifying the raindrop size

distribution, can result in substantial improvements to

cloud-system behavior.

While the ability of numerical weather prediction

(NWP) models to represent MBL cloud systems has

improved since their inception, the drawbacks of using

single-moment microphysics parameterizations such as

Kessler (1969) or Manton and Cotton (1977) for bound-

ary layer clouds are well known (Baker 1993; Chen and

Cotton 1987). Single-moment parameterizations only

account for mixing ratios of the different states of water.

For example, the Kessler (1969) parameterization em-

ploys an artificial Heaviside threshold function for auto-

conversion and fall speed relations tuned for convective

environments (Kessler 1995; Khairoutdinov and Kogan

2000; Liu et al. 2005). These drawbacks prompted the

development of double-moment parameterizations such

as those from Khairoutdinov and Kogan (2000), Liu and

Daum (2004), Morrison et al. (2005a,b), and Seifert

and Beheng (2006), which sought to alleviate some of

the deficiencies of single-moment parameterizations.

Double-moment parameterizations account for water

mixing ratios like single-moment parameterizations but

also include droplet concentrations. Hybrid schemes are

also possible, in the form of single-moment parameteri-

zations that borrow components (such as the auto-

conversion formulations) from double-moment schemes

(Boutle and Abel 2012; Hill et al. 2015).

Using droplet spectra from aircraft observations, Wood

(2005) evaluated microphysical process rates from six

different parameterizations by comparing autoconversion

and accretion rates calculated from the parameterizations

with those calculated directly from the observations using

the stochastic collection equation (SCE). They found

that the different formulations for autoconversion exhibited

the greatest discrepancies between parameterization and

SCE calculations, with several of the double-moment

parameterizations outperforming single-moment param-

eterizations. Mechem and Kogan (2003) compared the

performance of the Khairoutdinov and Kogan (2000)

double-moment parameterization to the operational

single-moment parameterization in the operational ver-

sion of COAMPS. They found that the double-moment

parameterizations promote the emergence of mesoscale

variability characteristic of a drizzle-induced cloud-regime

transition from well-mixed stratocumulus to a more de-

coupled, broken cloud system. Thus, the double-moment

parameterizations lead to more physically realistic cloud-

system behavior relative to the simpler, single-moment

microphysical treatments. A comprehensive examination

of a number of single and double microphysical parame-

terizations (including those we evaluate in our study),

forced by common dynamics, confirms the utility of the

double-moment parameterizations, and that advantages

of tuning singe-moment parameterizations (e.g., adjusting

details of rain production) are limited (Hill et al. 2015).

Observations collected during the VOCALS-REx

field campaign give us a prime opportunity to evaluate

the performance of warm-rain microphysical parameteri-

zations in a mesoscale model setting.We conduct multiday

COAMPS simulations for a period during the VOCALS

field campaign and perform an extensive comparison of the

simulation results to VOCALS observations for a number

of warm-rain microphysical parameterizations. In addition

to a direct comparisonwith theVOCALS observations, we

evaluate the internal microphysical consistency of the

simulations by assessing how the results adhere to obser-

vationally derived scalings for precipitation rate and co-

alescence scavenging (the reduction of cloud-droplet
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concentration accompanying the collision–coalescence

process). We demonstrate that the double-moment pa-

rameterizations tested here generally behave similarly for

this particular case and that model behavior for most of

these parameterizations is microphysically consistent. The

evaluation of microphysical consistency through the pre-

cipitation and coalescence-scavenging scalings gives valu-

able insight into the resolution dependence of simulation

results beyond the basic comparison between model and

observations.

2. Methodology

a. Model and domain configuration

All simulations employ NRLCOAMPS (Hodur 1997),

which is based on nonhydrostatic, compressible dynam-

ics. COAMPS integrates acoustically active terms using a

mode-splitting technique and uses a 1.5-order ‘‘level 2.5’’

turbulence closure (Mellor and Yamada 1982) for

boundary layer and subgrid-scale dynamics, with modi-

fications suggested by Burk and Thompson (1989).

COAMPS uses the Louis et al. (1982) parameterization

to calculate surface fluxes. Deep convective processes are

parameterized using Kain and Fritsch (1990), although in

marine stratocumulus regions, instability is never suffi-

cient to trigger the parameterization. Shortwave and

longwave radiative transfer are performed using the pa-

rameterization of Fu and Liou (1992), as implemented by

Liu et al. (2009). Details about the microphysical pa-

rameterizations in COAMPS are given below in section

2c. COAMPS is not equipped with a subgrid-scale

cloudiness parameterization, so grid volumes are assumed

to be either completely clear or completely saturated, an

assumption well understood to lead to biases in nonlinear

microphysical process rates like autoconversion (Pincus

andKlein 2000; Larson et al. 2001;Wood et al. 2002;Kogan

and Mechem 2014; Boutle et al. 2014a). All parameteri-

zations are active across all the grids, except for the deep

convective parameterization, which is switched off for

horizontal grid spacings smaller than 10km.

COAMPS simulations were conducted for a specific

period during VOCALS to promote comparisons with

observations. We chose the period from 12 to

16 November 2008 when the NOAA R/V Ronald

H. Brown (hereafter RHB) was on station (208S, 758W)

collecting observations. COAMPSwas configured so that

the nested model domains were centered on the loca-

tion of the RHB during this time. We chose to use three

nested domains with horizontal grid spacings of 27, 9, and

3km, and grid sizes of 127 3 127, 91 3 91, and 91 3 91,

respectively. The time steps for the three grids are 60, 20,

and 6.67 s, respectively. Figure 1 shows the bounds of

each nest, and the purple star at the center represents the

location of the RHB during the simulation period. We

follow Wang et al. (2011) and use the same 45-level ver-

tical grid spacing, which is a trade-off between high res-

olution and operational computational feasibility. The

vertical grid spacing ranges from 20 to 60m throughout

much of the boundary layer and then increases to 150m

for a depth of several hundredmeters (Fig. 1).We test the

dependence ofMBL cloud properties on the vertical grid

by increasing the number of grid points in theMBL by 10

(from 45 to 55 points in total), an increase that makes

little difference in simulation results. Vertical resolution

is important, of course, and large increases in the number

of vertical grid points would undoubtedly improve as-

pects of the simulations. However, because COAMPS is

an operational model, our grid configuration choices do

not stray too far from operational feasibility.

The NRL’s operational global model Navy Operational

Global Atmospheric Prediction System (NOGAPS) pro-

vides initial and boundary conditions for COAMPS at 6-h

intervals. The COAMPS initial conditions and update

cycles also incorporate additional observations through

data assimilation. Only basic thermodynamic fields (geo-

potential height, potential temperature, and mixing ratio)

and horizontal momentum are assimilated; hydrometeor

fields are not included. Lateral boundary conditions are

imposed over an outer seven-point border of each grid

using the method of Davies (1983). A 24-h spinup period,

consisting of two model update cycles, was run to develop

boundary layer thermodynamic and cloud structure.

b. Observations during VOCALS-REx

The VOCALS field campaign was a multiplatform

airborne, ship-, and land-based observational campaign

intended to sample the southeast Pacific stratocumulus-

topped boundary layer and lower free troposphere from

16 October to 15 November 2008 (Bretherton et al.

2010; de Szoeke et al. 2010). Our research uses a subset

of data from the second cruise (12–16 November 2008),

as described in de Szoeke et al. (2010) and de Szoeke

et al. (2012). LWP was retrieved from microwave

brightness temperatures observed by vertically pointing

microwave radiometers as described in Zuidema et al.

(2005). Laser ceilometersmeasured the cloud-base height,

and surface quantities (i.e., temperature, humidity, heat,

and moisture fluxes) were obtained from instruments

mounted on amast at the front of the ship (de Szoeke et al.

2010). A CCN counter supplied estimates of CCN con-

centration at 0.6% supersaturation (Wood et al. 2011;

D. Covert 2009, unpublished data). Rain rates over the sub-

cloud layer were calculated from radar reflectivity factor

sampled froma scanningC-band radar on board theRHB

(Comstock et al. 2004; Burleyson et al. 2013). Rain-rate

retrievals include uncertainty estimates corresponding
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to a 62-dBZ uncertainty in radar calibration. We chose

to use the C-band radar instead of the W-band cloud

radar in order to be able to quantify the spatial vari-

ability of precipitation within the VOCALS domain.

Remote sensing observations from the Moderate Reso-

lution Imaging Spectroradiometer (MODIS; Justice et al.

1998) products were employed to assess the degree of hor-

izontal variability of MBL aerosol over the SEP. Un-

fortunately, MODIS aerosol products (Remer et al. 2005)

are column-integrated quantities and assume cloud-free

conditions, which is a problem over persistent MBL cloud

fields. For these reasons, we follow the methodology of

Painemal and Zuidema (2011), which uses MODIS cloud

product retrievals (Platnick et al. 2003) to calculate the cloud

droplet concentrationNc (cm
23). We make the assumption

that the number of cloud droplets can be considered a proxy

for the CCN concentration, and furthermore assume that

the variability in Nc is covariant to that of the CCN con-

centration (Hudson et al. 2009, 2010). MODIS-effective

radius (re, here in units of cm rather than mm) and optical

thickness (t) products are combined to estimate Nc:

N
c
5G1/2 101/2

4pr1/2w k

t1/2

r5/2e

, (1)

which then simplifies to

N
c
5 1:40673 1026t

1/2

r5/2e

. (2)

Here rw is the density of water (in kgm23), k is the cubic

ratio between the mean volume radius and the effective

radius and is assumed to be constant at 0.8, and G is the

approximate adiabatic liquid water content lapse rate.

Further discussion can be found in section 3.4 of

Painemal and Zuidema (2011).

Figure 2 shows a time series of CCN concentration

(S 5 0.6%) from the RHB. The period of high CCN

concentration early in the simulation is associated with

the northwestward movement of a mix of continental

and marine aerosol, the concentration of which covaries

with MODIS-derived calculations of Nc in Fig. 3. We

established our control simulation for the CCN con-

centration sensitivity tests by taking the average of the

CCN concentration over the last 2 days of the simulation

(177 cm23) and using that value as the initial CCN con-

centration. Because the synoptic flow is predominantly

southerly during the period of interest, the region of high-

CCN concentration is advected northward along the

continent, leaving the RHB lying in a region of more

spatially homogeneous CCN, which is confirmed by the

CCN time series in Fig. 2. We note that using Nc as a

proxy for surface CCN variability is complicated in de-

coupled boundary layers, which are common far offshore

over the southeast Pacific (Bretherton et al. 2010).

c. Microphysical parameterizations

The suite of simulations (see Table 1) comprises a

number of microphysical parameterizations and CCN

FIG. 1. Filled contour plot of LWP for the K2013 parameterization at a simulation

time of t5 72 h. Inner bold lines show the second and third nests, respectively. The

purple star indicates the location of the RHB throughout the simulation period. The

vertical grid configuration is inset on the LWP plot.
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concentrations. The operational microphysical param-

eterization (Rutledge and Hobbs 1983) uses the Kessler

warm-rain formulation (Kessler 1969) to establish a

baseline control simulation. Additional simulations

employ the KK2000 parameterization (Khairoutdinov

and Kogan 2000) and a newer parameterization simi-

lar to KK2000 but formulated for shallow cumulus

clouds (K2013; Kogan 2013). Both KK2000 and K2013

are derived from multivariate nonlinear regressions

of droplet spectra obtained from bin-microphysics

large-eddy simulations (LES). Table 2 summarizes

expressions for the microphysical process rates for each

parameterization. The main difference between the op-

erational Kessler parameterization and the KK2000 and

K2013 parameterizations is the inclusion of the number

concentrations for cloud and precipitation droplets in

KK2000 and K2013, which appear in the process-rate

equations. In addition, whereas the Kessler parameteri-

zation assumes that the precipitation drop size distribu-

tion follows a Marshall–Palmer size distribution, the

KK2000 and K2013 parameterizations need not make a

similar assumption, since all the process rates are statis-

tically derived. The KK2000 and K2013 parameteriza-

tions are similarly formulated, but one way they differ is

in the exponents of the nonlinear regressions that make

up the process rates. In particular, the dependence onNc

in K2013 is approximately double that in the K2000 pa-

rameterization, whichmakes theK2013 parameterization

more sensitive to cloud droplet number concentration.

Refer to Khairoutdinov and Kogan (2000) and Kogan

(2013) for complete descriptions of the two parameteri-

zations. We note that all the KK2000 and K2013 simu-

lations (except for the K2013–N.P. run described below,

where cloud-processing of aerosol is turned off) are fully

interactive in that they allow for coalescence processing

of droplets, which then feeds back upon the CCN field.

In addition to testing the baseline configurations of

the KK2000 and K2013 parameterizations, we perform

three additional suites of simulations:

FIG. 3. Plots of droplet concentration Nc calculated from MODIS cloud product

effective radius and optical thickness following Painemal and Zuidema (2011) at 1-km

resolution for DOY 317 at 1510 UTC. The yellow star indicates the approximate po-

sition of the RHB. Linear features in the calculated Nc product are ship tracks.

FIG. 2. Observed CCN concentration (S 5 0.6%) from the RHB

during the simulation period. The blue line indicates the calculated

mean (177 cm23) CCN used to formulate the control CCN con-

centration initialization. The red line is a moving average of the

CCN concentration. Gaps in the data are due to instrumental

failure.
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d The K2013 parameterization also includes a term that

represents the self-collection of precipitation droplets

that KK2000 does not incorporate. To test the impor-

tance of including this self-collection term in a meso-

scale model setting, we perform a suite of simulations

of K2013 omitting this self-collection (S.C.) term

(‘‘K2013–No S.C.’’).
d Previous research has hinted that the KK2000 param-

eterization may overestimate autoconversion for high

droplet concentrations (Wood 2005). Mechem and

Kogan (2008) addressed this issue through the addi-

tion of the critical droplet radius threshold of Liu and

Daum (2004) to the KK2000 autoconversion rate. We

include this formulation as an additional suite of

simulations (‘‘KK2000–threshold’’).
d In our final suite of simulations, the coalescence

processing of cloud droplets due to autoconversion

and accretion (‘‘K2013–N.P.’’) is switched off. In con-

trast to the other KK2000 and K2013 simulations that

account for cloud-processing of CCN, this simulation

effectively holdsNCCN 1Nc constant. This was not one

of our original simulation suites but is conducted in

order to address the overestimation of precipitation by

all of our simulations, which we will discuss below.

The sensitivity of the parameterizations to CCN

concentration is evaluated by initializing the model with

five different CCN concentrations. All simulations as-

sume that the initial CCNfield is spatially homogeneous.

The control simulation uses a CCN concentration of

177 cm23, as described above. Three additional simula-

tions are initialized with concentrations that are multi-

ples of the control simulation: 90, 340, and 700 cm23.

Each of these initializations is chosen as being approx-

imately half, double, and 4 times the control simulation

CCN initialization. An additional simulation with a

CCN concentration of 290 cm23 conforms to the default

oceanic CCN concentration in COAMPS. The combi-

nation of multiple parameterizations and CCN values

constitute 26 simulations in total.

3. Results

Here we present simulation results and compare them

with RHB observations. We also evaluate the internal

consistency of model microphysical processes by ex-

ploring how well simulated cloud properties adhere to

observationally derived scalings for precipitation rate

and coalescence processing.

a. Simulation summary and comparison with RHB
observations

Figure 4 shows time–height contour plots of cloud

water mixing ratio qc, rainwater mixing ratio qr, and

liquid water potential temperature ul for each parame-

terization on the inner mesh (3 km) of the simulations

using the baseline CCN concentration (177 cm23). The

observed MBL depth derived from the RHB soundings

is overlaid on the figures. MBL depth from both the

soundings and simulation output was calculated fol-

lowing the method of de Szoeke et al. (2012), which

assigns the MBL depth to the level of a relative mini-

mum absolute temperature in each column. To prevent

erroneous MBL depths, we only considered tempera-

tures in the lower 23 sigma levels (about 1750m). Rahn

and Garreaud (2010a) used a similar method in their

study to calculate MBL depth.

TABLE 1. List of runs completed with COAMPS. Implemented

parameterizations and their variations are listed with the varying

CCN concentrations used to initialize COAMPS. The Kessler pa-

rameterization does not include a droplet or CCN concentration

dependence and therefore is considered separately from the rest of

the parameterizations.

Parameterization CCN concentration (cm23)

Kessler —

KK2000 90

K2013 177

K2013–No S.C. 290

KK2000–threshold 340

K2013–N.P. 700

TABLE 2. Details of the equations that compose each parameterization used in the study. The operational version of COAMPS uses the

Kessler (1969) warm-rain parameterization. The factorG(T, p) in the KK2000 and K2013 parameterizations represents the coefficient in

the condensational growth equation and is equivalent to Eq. (7.40) in Rogers and Yau (1989). Here Cp is a constant of proportionality

defined as (4prw/3ra)
2/3.

Kessler KK2000 K2013

Accretion 6:963 1024EN1/8
0 qcq

7/8
r 67(qcqr)

1:15 8:53q1:05
c q0:98

r

Autoconversion k1(qc 2 a)

k1 5 1023 s21,

0:5, a, 1:0 g kg21

1350:0q2:47
c N21:79

c (7:983 1010)q4:22
c N23:01

c

Fall speed V5238:3N21/8
0 q1/8

r VNr
5 0:007ryr 2 0:1

Vqr 5 0:012ryr 2 0:2

VNr
5 0:385ryr 1 5:76

Vqr 5 2:4ryr 2 62:0

Evaporation 1:933 1026N7/20
0 qcq

13/20
r 3CevapG(T, p)Cpq

1/3
r N2/3

r S 3CrG(T, p)SCpq
1/3
r N2/3

r

Self-collection — — 205q1:55
r N0:60

r
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All simulations exhibit a persistent layer of stratocu-

mulus with varying amounts of drizzle (indicated by qr)

falling below cloud base. The most obvious differences

across the simulations stem from differences in the

amount of precipitation produced. The precipitation

structure qr in KK2000 and K2013 simulations are both

similar, and both simulations display a profound stratifi-

cation (stabilization) of the boundary layer, particularly

starting on day 3. This stratification is associated with the

presence of substantial precipitation and a reduction of

cloud liquid water qc. The stabilization of the boundary

layer is the result of the warming of the upper boundary

layer and the cooling of the surface layer.Warming of the

cloud layer arises from the drizzle-induced asymmetry in

the MBL circulation (i.e., the potential buoyancy argu-

ments of Stevens et al. 1998), and cooling in the subcloud

layer is simply a result of evaporating drizzle. TheKessler

simulation drizzles strongly but does not produce the

same degree of stratification in the boundary layer, a

result we attribute to overly large precipitation fall speeds

(and hence weaker evaporation) associated with the as-

sumed negative exponential precipitation drop size dis-

tribution. In most respects, however, the Kessler

parameterization performs admirably given its simplicity.

The rapid change in the model fields during day 3

(enhanced precipitation, greatly reduced cloud water,

and increased stability) is coincident with model fields

that depart substantially from observations (Fig. 5) and

constitutes simple model forecast error. However, we

hypothesize that this transition behavior arises from our

lack of CCN source in the simulations, whereby pre-

cipitation efficiency steadily increases day after day, as

droplet concentration decreases (,10 cm23 in the

177 cm23 simulations) and is never replenished. In sim-

ulations with greater initial values of CCN, the decrease

of droplet concentration is not as dramatic, because of

the smaller values of coalescence scavenging associated

with weaker precipitation. The K2013–N.P. simulation

that neglects coalescence processing exhibits weaker

precipitation and maintains a more robust cloud layer

over the entire course of the simulation. Weaker pre-

cipitation reduces the evaporative cooling over the

subcloud layer, and the stabilization is less than in the

KK2000 and K2013 simulations.

The model exhibits a diurnal cycle of precipitation

and ul (Fig. 4), particularly evident early in the simula-

tion. The timing of the precipitation onset is consistently

just after local sunset, which is roughly consistent with

observations over the western portion of the VOCALS

domain in Burleyson et al. (2013). The K2013–N.P.

simulation exhibits the strongest diurnal cycle in cloud

water and precipitation.

Figure 5 shows time series of simulated LWP, MBL

depth, and precipitation rate, all compared with RHB

observations for the control simulation suite (all the

177 cm23 runs). Time-averaged LWP, MBL depth, and

precipitation rate are given in Table 3 and visualized in

Fig. 6 for easier comparison across microphysical pa-

rameterizations and CCN initializations. Both Figs. 5

and 6 indicate that all simulations underestimate LWP

relative to that observed by the RHB. The simulation-

mean LWP increases as the CCN concentration in-

creases, which indicates suppression of precipitation by

large CCN concentrations. The time series show that

FIG. 4. Time–height cross sections of qc, qr , and ul from the inner 3-km mesh for each parameterization and the control CCN con-

centration (CCN 5 177 cm23). Dotted vertical lines separate periods of day and night. The blue line indicates the observed MBL depth,

and the dashed lines denote MBL depth calculated from the simulations.
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larger peaks in model LWP tend to occur coincidentally

with the strongest precipitation rates overnight and

particularly several hours after sunset. This precipitation

behavior contrasts with the findings of Burleyson et al.

(2013) over the eastern portion of the VOCALS do-

main, which show a maximum of precipitation closer to

sunrise. Burleyson et al. (2013) also found that drizzle

was present during daytime hours, which our simula-

tions show as well. One source of discrepancy between

the observed and simulated LWP values is due to the

RHB LWP being a point measurement from the ship,

whereas the model LWP is averaged over the RHB ra-

dar volume. Except for the KK2000–threshold simula-

tion, the largest LWP values come from the K2013–N.P.

simulations and are associated with weaker pre-

cipitation rates, suggesting that precipitation and dy-

namic feedbacks associated with precipitation is this

case can strongly modulate cloud water content.

The middle panel of Fig. 5 shows the hourly averaged

MBL depth for the simulation and, as for LWP, exhibits

the same overall model underestimation relative to ob-

servations. Underestimation ofMBL depth is a persistent

problem in both mesoscale and climate models (Wyant

et al. 2010; Wang et al. 2011; Wyant et al. 2015). Previous

research has demonstrated thatMBL depth is affected by

CCN concentration through influencing precipitation

magnitude and the subsequent stabilization of the MBL,

which leads to a reduction of cloud-top entrainment

(Mechem et al. 2006). Combined, these effects result in a

shallower boundary layer, but more generally the cloud

responses can be a nonlinear combination of influences

from surface fluxes, radiation, and entrainment. Un-

certainties in subsidence rate can also lead to errors in

MBL depth, but the results of Wood et al. (2009) suggest

that the subsidence imposed by large-scale models over

the VOCALS region is largely believable. Ideally, the

subsidence rate is unbiased and contains only random

errors, but we are unaware of any study that has formally

evaluated this over the marine stratocumulus regions.

Because of smaller precipitation rates throughout the

majority of the simulation period, the K2013–N.P. simu-

lations exhibit a higher MBL depth than the other simu-

lations. Of all the simulations, the K2013–N.P. simulations

have the lowest rain rates, exhibit the most pronounced

diurnal cycle, and best match the observations.

Nearly all simulations drastically overestimate pre-

cipitation rate relative to theRHB observations (Fig. 5),

but the exact reason is not clear. Some of the discrep-

ancymay be attributable to slight differences in what the

two quantities represent. The simulation precipitation

values are evaluated at the surface, whereas the radar-

derived precipitation rates roughly represent a mean

over the subcloud layer (since the precipitation rate

actually applies to a radar beam of finite width, rather

than being defined exactly at some particular level). We

have estimated that subcloud precipitation rate in the

simulations is, on average, ;30% greater than the sur-

face precipitation rate. This difference in definition,

however, is insufficient to explain the large departures

from the RHB radar-derived precipitation rates. The

bulk of the difference is due to coalescence processing,

which ultimately reduces the CCN, leading to increased

precipitation efficiency. This effect is why the K2013–

N.P. precipitation rates, which hold NCCN 1Nc constant,

are substantially smaller than the other simulations (see

Table 3). We speculate also that some of the differences

are due to the inability of a 3-km horizontal grid to ad-

equately resolve organized mesoscale precipitation

structures (Comstock et al. 2005).

In addition to the parameterization suite shown in

Fig. 5, Table 3 andFig. 6 include results froman additional

simulation series, where the critical radius threshold from

Liu and Daum (2004), as simplified by Wood (2005), is

imposed on the autoconversion term from KK2000 fol-

lowing Mechem and Kogan (2008). The motivation for

FIG. 5. Time series of hourly LWP, MBL, and R from the inner

nest for each simulation using the control CCN concentration

(CCN 5 177 cm23), along with observations from RHB. The gray

bars topped by purple lines indicate nighttime. The observed pre-

cipitation rate R is bound by rates corresponding to a reflectivity

range of 62 dBZ corresponding to uncertainties in the radar

calibration.
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these simulations is to address the overestimation of

precipitation in a physically meaningful way. Imposing

this threshold on the autoconversion process sup-

presses the precipitation rates for simulations initialized

with higher CCN concentrations. The rain rates in the

KK2000–threshold simulations approach the observed

rain rates (Table 3 and Fig. 6). LWP and MBL depth

nevertheless remain anomalously high (low) relative to

the RHB observations. This result suggests that al-

though the critical radius threshold reduces pre-

cipitation, this approachmay not be physically plausible.

For this reason, we do not include the simulation in our

further discussions.

To investigate the statistical variability of the model

output we constructed normalized probability density

functions (PDFs) of LWP, MBL depth, and R from

three different initial CCN values, along with the RHB

observations (see Fig. 7). The PDFs are calculated

over a radius of 60 km corresponding to the sampling

area of theRHB C-band radar (centered at 208S, 758W).

The PDF of the Kessler LWP differs most from the

observational PDF and includes none of the larger LWP

values in the tail of the observed PDF. As CCN con-

centration increases, the PDFs of LWP for the tested

parameterizations shift from a negative exponential

distribution to a more Gaussian distribution, yet they

still differ substantially from the observed LWP PDF.

The PDF of LWP from the K2013–N.P. simulation does

not exhibit the negative exponential distribution as

do the other simulations, but rather remains relatively

Gaussian across all CCN concentrations and widens as

the CCN concentration increases.

The narrowness and similarity of the MBL depth

distributions in the CCN 5 177 and 340 cm23 simula-

tions suggest that CCN plays little role in modulating

MBL depth (Fig. 7). Only for the cleanest case (CCN5
90 cm23) do modest differences in MBL depth begin to

appear. When considering MBL depth variability, we

acknowledge the possibility that COAMPS may not be

adequately representing the diurnal ‘‘upsidence wave’’

described in Garreaud and Muñoz (2004), although as-

sessing how well COAMPS represents the upsidence

wave is beyond the scope of this study. Furthermore, we

hypothesize that the coarse horizontal grid spacing of

our simulations results in a lack of resolved internal

mesoscale variability, including many aspects of open

and closed cells.

The PDFs of both the model and observed pre-

cipitation rates are negative exponential distributions.

Themodel PDFs do not appear to differ much across the

different CCN concentrations, but the KK2000 simula-

tions have the best agreement with the shape of the

observational precipitation rate PDF. All simulations

include instances of precipitation rates larger than those

observed (.1.2mmday21).

Figure 8 casts the model output from all simulations

(except the KK2000–threshold) in Nc–LWP parameter

space. The data points are color coded both by param-

eterization (Fig. 8a) and by the rain rate (Fig. 8b). For

each parameterization we include simulation mean Nc

TABLE 3. Simulation means evaluated over the RHB radar volume for LWP (gm22), MBL depth (m), and precipitation rate

(mmday21). The KK2000–threshold run includes the addition of a critical radius threshold for autoconversion following Liu and Daum

(2004), and K2013–N.P. represents the simulation that removes the coalescence processing due to autoconversion and accretion. The

observational means are given as a single value covering the range of CCNvalues observed duringVOCALS. TheKesslermean is given as

a single value because of its lack of droplet concentration dependence. Uncertainty on themicrowave radiometer retrieval is;20% (Hogg

et al. 1983). Uncertainty on the observational estimate of zi depends on the radar range gate spacing, which in this case is 25m (de Szoeke

et al. 2012). Given a62-dBZ uncertainty in the radar reflectivity, we conservatively estimate theRHB precipitation rate uncertainty to be

0.074 6 0.079mmday21.

CCN concentration RHB Kessler KK2000 K2013 K2013–No S.C. KK2000–threshold K2013–N.P.

LWP 90 39.62 29.90 26.66 188.30 85.16

177 62.37 53.57 52.81 191.81 104.48

290 92.35 80.11 83.71 80.96 79.39 187.77 120.64

340 89.79 91.05 90.25 193.78 126.41

700 122.85 123.05 126.45 194.75 137.56

zi 90 1022.95 949.57 966.47 1090.09 1053.85

177 984.52 971.94 970.44 1090.03 1059.08

290 1217.27 999.17 1002.02 1003.98 1003.46 1080.26 1064.12

340 1042.74 1043.74 1009.96 1089.62 1067.42

700 1073.37 1022.70 1069.56 1090.15 1071.49

R 90 1.923 1.857 1.867 0.069 0.935

177 1.518 1.374 1.378 0.0246 0.682

290 0.074 0.859 0.964 0.80 0.842 0.015 0.501

340 1.104 0.864 0.699 0.0082 0.483

700 0.587 0.353 0.505 0.0044 0.376
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and LWP values that encompass all sensitivity simula-

tions through time. Since the Kessler microphysics does

not employ a prognostic Nc, we include a band corre-

sponding to the range of hourly domain-averaged LWP

values for the Kessler simulation in Fig. 8b in order to

assess the performance of the Kessler parameterization

relative to the other parameterizations. The distribution

of data within parameter space is consistent with higher

precipitation rates accompanying lower CCN concen-

trations and larger LWP, and smaller precipitation rates

accompanying with higher CCN concentrations. Al-

though it is well known that the highest rain rates will

occur in cleaner cases, the model exhibits a sharp in-

crease in precipitation range at Nc ’ 30 cm23, where

precipitation rates are nearly 1mmday21 higher than

those forNc .30 cm23. Furthermore, variability in LWP

for a given cloud droplet concentration increases as

the CCN concentration increases. We speculate that

the low mean values of Nc relative to the observa-

tions may be the result of precipitation scavenging of

droplets and the lack of a suitable source of CCN in the

model (Mechem et al. 2006). The meanNc of our results

from theK2013–N.P. simulation support this hypothesis.

b. Scalings for precipitation rate and coalescence
scavenging

Without regular data analysis update cycles, over the

course of a 4-day simulation, we expect the simulation

results at any given point and time will begin to differ

from observations. Letting the model run unconstrained

by data assimilation cycles, forced only by SST and at

the domain boundaries, gives substantial insight into

intrinsic model behavior. Instead of insisting on point-

by-point comparisons between model and observation,

here we explore how well the simulation results adhere

to observationally and theoretically derived scalings,

which we interpret as a measure of microphysical con-

sistency in the model. In this section, we use the term

‘‘microphysically consistent’’ to indicate that the mi-

crophysical aspects of the model seem to be internally in

agreement (consistent), suggesting that model error

likely has sources other than the model microphysics.

Our analysis is similar to the methodology of Geoffroy

et al. (2008), where we compare the model output to

scalings we assume, broadly speaking, to be true.

Figure 9 shows simulation precipitation rates plotted

as a function of the scalings from Comstock et al.

(2004) and van Zanten et al. (2005), using simulation

values of mean cloud thickness, LWP, and Nc, evalu-

ated over the RHB radar volume. The adapted equa-

tion from Comstock et al. (2004) is

R5 0:3744(LWP/N
c
)1:75, (3)

where R is the precipitation rate (in mmday21), LWP

(units of g cm22), and Nc (units of cm23). The pre-

cipitation scaling from van Zanten et al. (2005) depends

on the cloud thickness, h, instead of LWP and has the

following form:

R5 23 1026(h3/N
c
) . (4)

Here the units for R and Nc are the same as in Eq. (3),

and h has units of meters. These scalings were also

created for the RHB observations and are shown in the

right-hand column of Fig. 9. Our analyses here do not

include results from the Kessler simulation because the

Kessler formulation does not include the dependence

on droplet concentration present in both of these

scalings.

The observational scalings hold relatively well for

the model output. The van Zanten et al. (2005) scal-

ing is based on flight-mean values of h, Nc, and R;

FIG. 6. Simulation means of LWP, MBL depth, and R for all

parameterizations and all CCN initializations. The Kessler simu-

lation mean is indicated by the horizontal dashed gray line labeled

‘‘Kessler.’’ The observations from the RHB are represented by the

horizontal dashed orange line.
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nevertheless, instantaneous values of these quantities

tend to cluster near the h3/Nc line in Fig. 9. The model

output scalings show a wider range of precipitation rates

than the observations in Comstock et al. (2004, their

Fig. 10) and van Zanten et al. (2005, their Fig. 7a), at

least partially because of our simulations overestimating

the precipitation rate, which we previously addressed.

Geoffroy et al. (2008) evaluated these scalings for LES

output and found a similar level of agreement. The

majority of the rain rates for both scaling studies lie

between 0.1 and 1.0mmday21. The scaling values for

Comstock et al. (2004) lie between (LWP/Nc)
1:75 5 0:5

and 100.0 gm22 cm3 and the scaling values for the van

Zanten et al. (2005) study lie between h3/Nc 5 105 and

107m3 cm3. Our results from the K2013–N.P. simula-

tion also follow the scalings with the rain rates being

substantially lower than the other simulations as

discussed above.

FIG. 7. Probability density functions calculated over the volume of the C-band radar (60-km radius) on board the RHB for LWP,MBL,

andR for the control CCN concentration (CCN5 177 cm23), as well as concentrations half and double the control concentration. PDFs of

the observational quantities are given by the dashed orange lines.
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Figures 9a and 9c contain a scale break at approxi-

mately (LWP/Nc)
1:75 5 5:0 and h3/Nc 5 5:03 105, re-

spectively, where the slope of the cluster of points

changes substantially. This scale-break behavior is not

present in the LES scalings of (Geoffroy et al. 2008) and

may derive from two different sources. The first arises

from a possible discrepancy among where the pre-

cipitation rates are evaluated. The observational scalings

were developed using cloud-based rain rates, whereas the

model output (because it is an operational model) pro-

vides only surface precipitation, and the radar pre-

cipitation rates are representative of the subcloud layer

as a whole. We hypothesize that using cloud base instead

of surface rain rates would increase the rain rates for the

lower (LWP/Nc)
1:75 and h3/Nc scalings because the driz-

zle rates are highest at cloud base, moving those points

upward on the figure (toward higher R).

We evaluated the sensitivity of the scalings to the

vertical level where simulated precipitation is sampled.

We calculated the cloud-base precipitation rates and

found that they are, on average,;60% greater than the

surface precipitation. Because the radar precipitation

rates are characteristic of the subcloud layer, this;60%

value corresponds to an increase of ;30%, representa-

tive of the subcloud layer. The modest ;30% bias in

precipitation rate is within the realm of observational

uncertainty from the radar and theZ–R relationship, and

the precipitation and coalescence scavenging scalings

(not shown) are not noticeably different when employing

either surface or subcloud-layer precipitation rates.

A second possible explanation for the scale break

stems from a simple water budget constraint. We have

included a purple line atR5 2:6mmday21 on Fig. 9 that

corresponds to the mean latent heat flux for all simu-

lations (76.86Wm22), with the idea that surface

moisture flux is a limiting factor for mean precipitation.

If true, this latent heat flux limiting behavior suggests

that the scale break is not entirely physical but is at

least in part an artifact of the model’s tendency to

overproduce precipitation. Geoffroy et al. (2008) also

found significant overestimation of precipitation rates

in their analysis of LES output. The K2013–N.P. sim-

ulation does not exhibit the scale break that the other

simulations do, most likely because the precipitation

rates are not as high as they are in the other simula-

tions and thus need not be bound by the surface

moisture flux.

In addition to scalings for precipitation rate, we also

explore scalings for coalescence processing, which rep-

resents the depletion rate of cloud droplets from co-

alescence. Figure 10 shows coalescence processing rates

from all simulations, plotted as a function of the product

of Nc and R, the dominant term in two scalings found in

the literature (Mechem et al. 2006; Wood 2006).

Figure 10 replicates the scalings in two specific studies,

each with their own regression equations for CCN de-

pletion. Wood (2006) developed a theoretically based

expression for coalescence processing, given as

D5 120(N
c
R) . (5)

Mechem et al. (2006) found a formulation based on

highly idealized COAMPS simulations, given as

D5 69:4(N
c
R)0:668. (6)

FIG. 8. Scatterplots ofNc vs LWP from the inner nest for all parameterizations and all CCN concentrations. The

distribution of points stratified by (left) parameterization and (right) precipitation rate. The meanNc and LWP for

each parameterization are plotted in the (left). In lieu of scatter points for the Kessler simulations, we use the gray

bands to indicate the range of hourly domain-averaged LWP values from the Kessler simulation.
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In both equations, Nc is the number concentration

of cloud droplets (in cm23), R is the precipitation rate

(in mmday21), and D is the depletion rate of cloud

droplets (in cm23 day21). From Fig. 10, it is clear that

the KK2000 parameterization holds best to both pre-

vious studies’ depletion scalings across the range ofNc

and R values based on how closely the KK2000 data

points cluster narrowly around the scaling regression

lines. The somewhat wider spread of data from the

K2013 and K2013–No S.C. runs nevertheless reason-

ably follow the coalescence scavenging scalings found

in Wood (2006) and Mechem et al. (2006). The results

from the K2013–N.P. simulation lie very near the

scaling line from Wood (2006) and do not exhibit the

same spread as the other simulations, most likely be-

cause the total particle concentration (Nc 1NCCN) is

constrained. A similar figure for the RHB observa-

tions is not available, because the Nc depletion rate

was not observationally available from the VOCALS-

REx datasets.

Figure 11 shows the previous scalings but over the

outer nest (with 27-km grid spacing). The most obvious

results from evaluating scalings on the outer nest are the

significantly wider distribution of data points and the

complete disagreement with the observational scalings.

This suggests that lower-resolution simulations of the

cloud marine boundary layer may not remain micro-

physically consistent and that the results from those

simulations are not as robust. The reason for this dis-

crepancy is not clear but may be related to mesoscale

organization that is resolved on the 3-km grid but not on

the 9-km mesh (e.g., Mechem and Kogan 2003).

Figure 12 shows the same scalings but for the middle

(9 km) nest. These results confirm that model horizontal

resolution remains acutely important to microphysical

consistency. The spread of the data in the precipitation

FIG. 9. Precipitation scalings for the inner nest and observations fromRHB. (a),(b) The scalings followComstock

et al. (2004), and (c),(d) scalings follow van Zanten et al. (2005). The equations for each scaling have been adapted

from both previous studies to the units used in this study. The solid purple line indicates a rain rate calculated from

the equivalent mean latent heat flux from all simulations.
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scalings show a similar behavior to the finest mesh

simulation in Fig. 9, which suggests that the cloud-

system behavior on the 9-km grid is microphysically

consistent. Coalescence processing rates on both the 27-

and 9-km grids adhere to the scalings of Mechem et al.

(2006) and Wood (2006).

4. Discussion and conclusions

We have presented the results from a suite of

COAMPS simulations to evaluate a number of warm-

rain microphysical parameterizations. The simulations

are run over the period of 12–16 November 2008 and

then compared to multiplatform observations from the

VOCALS field campaign. The suite of simulations

demonstrates that the K2013 and KK2000 parameteri-

zations behave similarly over the 4-day VOCALS pe-

riod. This similarity is perhaps unsurprising, given the

multivariate nonlinear regression method that forms the

basis of both parameterizations (Khairoutdinov and

Kogan 2000; Kogan 2013), even though the individual

formulations themselves have substantial differences in

process rates (see Table 2). The choice of parameteri-

zation also only modestly affects the distributions of

cloud properties (PDFs of LWP, MBL depth, and R).

Figure 5 shows that the simulations begin to diverge

substantially from observations only after two full days.

We interpret this divergence for the most part as the

simple growth of forecast error with time that all nu-

merical weather prediction models exhibit. The over-

estimate of precipitation is substantially affected by

FIG. 11. Scalings from Figs. 9 and 10, but for the outer 27-km nest.

FIG. 10. Scatterplot of coalescence processing as a function of

NcR. Dashed black lines represent the coalescence processing

scalings of Wood (2006) and Mechem et al. (2006).
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precipitation efficiency increasing over the course of

the simulation, since CCN is never replenished. Al-

though we naturally expect precipitation efficiency in-

creases to accompany lower CCN concentrations away

from shore, the lack of a CCN source in the model

greatly exaggerates this behavior. Some of these errors

appear to be reduced when NCCN 1Nc is held constant

(Fig. 5), suggesting the importance of parameterizing a

source term for CCN or imposing a fixed, climatologi-

cal background CCN concentration.

Although the KK2000 and K2013 parameterizations

behave similarly, K2013 shows promise for being the

best choice (of the three implemented parameteriza-

tions) for primary use in mesoscale models due to its

generality and ability to perform in both stratocumulus

and trade cumulus cloud regimes (Kogan 2013). While

the K2013 autoconversion formulation suggests a much

greater dependence on Nc, our simulations do not ex-

hibit this behavior, suggesting that nonlinear behaviors

in process rates may not directly translate to differences

in MBL cloud-system properties. We also note that the

self-collection term in the K2013 simulations makes

little difference in cloud properties, at least for this

particular VOCALS case.

Nearly all of the simulations differ substantially from

the observations (Table 3 and Fig. 6). As always, the

horizontal and vertical resolution play an important role

in accurately simulating the MBL depth, and with in-

creased computational infrastructure, forecast error

associated with resolution can be expected to steadily

decrease (Wang et al. 2011; Wyant et al. 2015). The

differences in cloud properties between the observa-

tions and the simulation suite are greater than the

differences among the simulation ensemble, suggesting

that the disagreement with observations, both here and

in other studies that include mesoscale models (e.g.,

Wyant et al. 2010; Wang et al. 2011; Wyant et al. 2015),

may result more from errors in representing MBL dy-

namics than those frommicrophysical processes. At the

very least, the shallow bias in simulatedMBL depth is a

consistent feature across a number of modeling studies.

We find that our simulation results are broadly con-

sistent with observationally derived scalings for pre-

cipitation rate and coalescence scavenging, a finding we

interpret to be indicative of microphysical consistency.

These findings largely parallel those of Geoffroy et al.

(2008), whose LES simulations closely resemble the

precipitation rate scalings evaluated from three differ-

ent observational studies. In order for our mesoscale

model simulations to exhibit microphysical consistency,

the models must be run at relatively high resolutions (to

be safe, approximately a 10-km grid spacing or finer).

We note that the microphysical scalings evaluated in

FIG. 12. Scalings from Figs. 9 and 10, but for the middle (second)

9-km nest.
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this work apply only to marine stratocumulus-topped

boundary layers over the southeast Pacific VOCALS

region. We have not evaluated the applicability of the

scalings and parameterization behavior over the other

oceanic stratocumulus regions, but hopefully the results

are broadly applicable. Exploring these microphysical

scalings in other marine boundary layer cloud regimes is

ripe for future study.

Our results suggest the following recommendations to

follow when running mesoscale model simulations of

marine stratocumulus. First, the horizontal grid spacing

should be no coarser than 10 km to ensure microphysi-

cal consistency. Our results indicate that cloud proper-

ties (LWP, MBL depth, and R) degrade substantially

somewhere in this range. If computational resources

or time can be afforded, grid spacings smaller than

10 km are preferable, of course. Second, based on its

generality, we suggest the use of the Kogan (2013) warm-

rain microphysics parameterization because of its ap-

plicability to both stratocumulus cloud sheets and trade

cumulus regimes. However, the KK2000 parameterization

performs equally as well over theVOCALSperiod studied

here. Simulations in the trade cumulus regime may better

reap the advantages of the K2013 parameterization. We

speculate that including other methods of parameteriz-

ing subgrid-scale microphysical processes, such as the

PDF formulation suggested in Kogan and Mechem

(2014) may improve model performance further. Fur-

thermore, because of the difference in scaling behavior

across the different grid sizes, efforts to make the

physical processes in model ‘‘scale aware’’ should be

pursued (Boutle et al. 2014b).
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