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Abstract—Given the fierce competition that has come up 

because of evolving FinTech and e-payment industries in the 
global market, the credit card industry has become extremely 
competitive. To survive, financial institutions need to offer their 
credit card customers with more innovative financial services that 
provide a personalized customer experience beyond their banking 
needs. While we are witnessing this high competition that aims to 
provide better services to credit card holders, Africa risks 
remaining behind once again: in 2017, the World Bank reported 
that only 4.47% of Africans aged 15 and above hold a credit card. 
In this paper, we define and describe the steps that can be taken to 
build a behavioral-based segmentation model that differentiates 
African credit cardholders based on their purchases data. We 
focus on African customers and African financial institutions as (i) 
little has been done so far when it comes to understanding the 
spending behavior of African credit card holders; and (ii) because 
we believe that this segmentation will allow boosting credit card 
usage in Africa, thus allowing Africans to fully benefit from credit 
cards as other parts of the world do. The results of this research 
can help tailor the market campaign to make them customer-
centric and reduce the associated marketing costs. We show the 
proposed approach at work using anonymized credit card data of 
one the leading banks in Egypt, the Commercial International 
Bank of Egypt. 

Index Terms—African credit card market, African credit card 
profiles, Customer segmentation, spending behavior, 
unsupervised machine learning. 

I. INTRODUCTION 
owadays, a credit card is one of the widely used tools to 
pay services and foods, and it is sometimes used to borrow 
money. Different people use the card to make their daily, 

weekly, monthly, and even yearly purchases as such, 
information on what a person buys and when they buy it are 
excellent opportunities for organizations to explore. Credit 
cards have some advantages over cash payments and debit 
cards. They can be used to purchase big ticket items that one 
may not be able to afford otherwise, perform online  
transactions make emergency transactions when an unexpected 
expense hits and are more convenient compared to carrying 
cash reducing the circulation of counterfeit money. 
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When it comes to the usage of credit cards, Africa as a 

continent is way behind other continents and this is mainly 
because of the rural nature of various regions in the continent. 
The World Bank report shows that the percentage of people 
aged 15 and above who have a credit card in Africa, for 2017 
was 4.47% [1], which is lower than the world average of 
19.21%. The country with highest credit card penetration in 
Africa was Mauritius with 24.12% and the lowest was Morocco 
with the penetration of 0.19%; Fig. 1 shows the top 20 countries 
where data were available [1].  

Africa, despite being considered as the big market not served, 
has all the potential for a quick transition towards the adoption 
and widespread use of credit cards (see Fig. 2). Companies with 
a large presence in Africa are Visa with 57% of all credit card 
purchases and MasterCard which represents 39%. Although 
these two companies dominate the African market, other 
companies such as American Express which have 3% of the 
volume of purchases by credit card [2], are trying their best to 
penetrate this promising market. 

Credit card activity across Africa is the beginning of an 
increase both in investments and in spending by customers. The 
McKinsey Global Institute [2] projected rise in consumer 
spending in Africa from $0.86 trillion in 2008 to $1.4 trillion in 
2020. Consequently, Africa now boasts the world’s fastest-
growing middleclass economy with a 100% rise in less than 20  

Even though little has been done so far when it comes to 
understanding the spending behavior of African credit card 
users, we strongly believe that clustering them based on their 
spending behaviors will help create more customized marketing 
strategies for each segment of customers and boost credit card 
usage in Africa for three reasons: 
1) Users categorization based on their spending behaviors 

will allow financial institutions to optimize campaign 
associated marketing costs through targeted marketing 
activities instead of mass campaigns and eliminate 
unnecessary transactional costs of merchant deals and 
partnerships that are irrelevant to the customers 
preferences.  
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2) Tailored marketing activities will increase customer years 
[3]. This progress will lead to further demand in credit card 
related systems satisfaction of credit card users. 

3) The number of credit card holders will continue to grow as 
satisfied customers will continue to use their credit cards 
and, most importantly, they will become ambassadors of 
those products or services. 

In this paper, we define and describe the steps that can be 
taken to build a model to cluster African credit card users based 
on their purchase data. The key challenge faced in making this 
clustering and creating the customer groups is that the data are 
not easily available especially for the African context. In 
addition, when the data are found, we realized that on the 
continent, most people do not use the cards often as such it is 
difficult to find out if the details from the card are accurate or 
show the customers genuine spending pattern. In this paper, we 
will show how such sparse data sets, generated from the 
irregular spending of African customers, can be used to 
generate customer segmentation. 

The proposed approach has been validated by using 
anonymized data provided by the Commercial International 
Bank of Egypt CIBEG (see Section II). 

This paper is organized as follows: Section II provides the 
CIBEG ’s background, a detailed literature review on different 
credit card users segmentation models; Section III describes our 
approach and its implementation; Section V presents segments 
profiles(clusters) and discusses the proposed marketing 
strategies; and Section VI gives the conclusion. 

 

 
Fig. 1 Percentage of People Aged 15+ with Credit Card in Africa,2017 

II. BACKGROUND 
The first part of this section provides the background of the 

Commercial International Bank, an Egyptian financial 
institution which provided us the data used to validate our 
approach. The detailed literature review on different credit card 
users segmentation models is reported in Subsection II-B. 

A. Commercial International Bank (CIB) 
Established in 1975, the Commercial International Bank 

(CIB) is Egypt’s leading private-sector bank. CIB is North 

Africa’s leading bank in FinTech, data analytics and 
innovation; It is Egypt’s largest sponsor of fin-tech startups and 
it is one of the most valuable banks in Africa as reported in Fig. 
3. 

CIB pioneered to build an advanced analytics and big data 
lab in 2015 with a vision to evolve from a successful yet local 
traditional bank into a leading data driven, customer-centric 
organization that fully understands its existing and potential 
customers needs and tailors financial products and services 
accordingly. This data lab currently supports managerial 
decision making across the bank. It is in conjunction with this 
lab that this research has been carried out. 
 

 
Fig. 2 Percentage growth in payment card transactions worldwide from 2011 
to 2016, by region. 

B. Credit-Card Customer Segmentation Approaches 
Segmentation in marketing is a technique aimed at dividing 

customers or other entities into groups based on attributes such 
as demographics or behavior. It allows business analysts to 
identify groups of customers who may respond in the same way 
to specific marketing techniques.  

With the explosive use of machine learning algorithms, the 
credit card operators are conducting credit card customer 
segmentation to understand their customers and come up with 
user-centric products for targeted marketing. Cluster analysis is 
an effective tool in this effort as one of the purposes of cluster 
analysis is understanding— cluster analysis is used to find 
meaningful groups in objects sharing a common characteristic 
that helps analysts and marketers in their daily activities of 
analyzing, description and utilization of information hidden in 
groups [4]. 

There is a large corpus of works that use different machine 
learning techniques for credit card users segmentation, we 
present a subset of them in the following paragraphs. 

Hui Wu and Chang-Chun Wang [5] have applied self-
organizing map (SOM) [6] technique to segment customers as 
a preliminary step in their credit card default prediction study. 
SOM is an unsupervised machine learning method that reduces 
data complexity and dimensionality while keeping its original 
topology. Their study showed SOM to be superior to other 
widely used dimension reduction methods, PCA and LDA, 
when features in data present unclear nonlinear relations. 

Z. Bonjak and O. Grljevi [7] used a neural network technique 
to segment bank customers via credit- scoring. For each of the 
customers, a binary response variable, creditability, that reflects 



Vol.111 (3) September 2020 SOUTH AFRICAN INSTITUTE OF ELECTRICAL ENGINEERS 97

the client’s creditworthiness was assigned. Their study 
recognized the importance of differentiating customers’ 
characteristics, as it allows to tailor bank policies towards 
retention and risk minimization. 

L. Ying and W. Yuanyuan [8], using credit card customers 
data, have developed marketing strategies for a commercial 
bank in Shanghai. Their study uses two algorithms: Analytical 
Hierarchy Process (APH) [9] for indicator optimization, and K-
means for clustering of the credit card users.  

C. Sheng-Chai et al. [10], defined data mining as the process 
of analyzing and discovering useful information i.e., knowledge 
discovering. They have discussed three main methods of 
clustering: the principal component analysis (PCA) [11], k-
Means and Fuzzy means clustering [12]. The PCA was the 
preprocessor, meaning that before either K-means or Fuzzy 
clustering method (FCM) was implemented, PCA would first 
be implemented. It was found that in as much as k-Means is 
used in so many different fields, the usage of PCA and FCM 
has a comparatively lesser computational time as compared to 
the combination of PCA and K-means. 

Various researchers have used the k-Means clustering 
algorithm in different customer segmentation studies [13], [14]. 
C. Ezenkwu et al. [13] used k-Means to train an algorithm to 
segment customers of a retail store, using a z-score normalized 
of a two-feature dataset containing 100 training patterns. 
Customer segments were identified with an accuracy of 95%. 
A. Aziz [14] used the k-Means, using cosine similarity measure, 
to construct a personal feed for each user in segments with items 
derived from the user groups. Both researchers agree that k-
Means is best used when one wants to cluster data points into x 
number of segments. The advantage of k-Means is that it gives 
more weight to bigger clusters and can be computed in batches 
to improve performances. 

III. APPROACH 
This section presents our approach for credit card users 

segmentation; We will refer to credit card usage data from CIB 
(Section II-A) but for confidentiality issues, some details will 
be omitted. 

This study seeks to segment credit card users using 
unsupervised machine learning approaches. We use 
unsupervised machine learning techniques because credit card 
usage data are mainly unlabeled. As we want to study the credit 
card users behavior, we focus on variables that display the 
purchasing preferences of credit cards holders. 

 

A. Data Description and Processing 
The data used in this research are of the transactions of credit 

card customers from the first quarter (Q1) of 2016 to the last 
quarter(Q4) of 2017. This dataset contains 143,975 
observations per quarter and 60 total variables. Basically, these 
data contain purchase information of customers: where they 
buy from (local or international), the merchant group they 
purchased from, frequency and amount of purchase per quarter, 
etc. In this study, we focus on the behavioral variables that show 
the purchase preferences of customers. There are 16 variables 
representing sectors or merchant groups (MG) on which 
customers spend their money using credit cards. We considered 

the customers frequencies and amount spent on each MG. The 
process of data processing involves checking the data 
distribution and checking for extreme and missing values. It 
also involves data transformation and normalization to make 
data tidy for modeling. After the preprocessing, data modelling 
was done using k-Means. The model framework below gives 
the schematic view from data acquisition, transformation, and 
modeling. 

 

 
Fig. 3 Most valuable banking brands in Africa as of February 2017 (in million 
U.S. dollars) 

B. Data Description and Processing 
There are many clustering methods in literature, but the 

selection of the appropriate method depends on how the objects 
are structured in space. In our study, we consider a clustering 
algorithm as an important data mining algorithm, in which the 
data are divided into different clusters: objects in the same 
cluster are homogeneous to each other. 

In a study with many features as in our case, there was a 
possibility of using generalized models such as Gaussian 
Mixture Models (GMM) [15] or a feedforward neural networks 
also known as multi-layered network of neurons which fit non-
linear patterns and are known to fit arbitrarily any complex data. 
However, we avoided these complex models as they generally 
tend to fit the noise instead of the true pattern. Specifically, a 
multi-layer feed forward neural network classifier is best with 
a reduced number of outputs, especially binary (0,1), which is 
not our case as we have multiple outputs or clusters [16]. 

We chose the k-Means algorithm as it is known among all 
other clustering methods to be fastest and is the most 
extensively employed in customers segmentation because of its 
advantages such as being fast, simple and most importantly its 
capability to handle massive datasets. This algorithm sets the 
mean value within the cluster objects as the center points, it then 
determines the place where the non-center points belong by 
calculating the distance between the objects and the center 
points and continue in an iterative process until the intra-cluster 
distance is minimum and the extra clusters distance is 
maximum [17]. Before clustering with k-means, the researcher 
needs to set the number k clusters which most of the time is 
accomplished by methods such as silhouette or elbow to 
mention a few. The outcome of the k-Means clustering 
algorithm is to reduce to a minimum the total intra-cluster 
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variance, which is the squared error function given by the 
following formula [18]: 

 

𝑆𝑆𝑆𝑆𝑆𝑆 𝑆 � � ||𝑥𝑥� − 𝑐𝑐� ||�
�

���

�

���

 

 
where 𝑘𝑘 is the number of clusters with k varies from 1 to the 
total number of clusters, n is the number of cases which varies 
from 1 to n cases, 𝑥𝑥� is the case and 𝑐𝑐 is the centroid for cluster 
𝑗𝑗. is. ||𝑥𝑥� − 𝑐𝑐� ||� is the distance function. 

Before applying the k-Means method, we used the Principal 
Components Analysis (PCA) for dimensionality reduction. The 
PCA is usually used to condense information available in many 
features in a dataset into a smaller set of new synthesis 
dimensions with a least loss of information. For the PCA, the 
variables are defined as linear combinations of the original 
variables 𝑋𝑋�, … , 𝑋𝑋�, … , 𝑋𝑋�. We extracted Eigenvectors 
coefficients based on the following equation [14]: 

 
𝑌𝑌� = 𝐶𝐶��𝑋𝑋� + 𝐶𝐶��𝑋𝑋� + ⋯ + 𝐶𝐶��𝑋𝑋� 

where  
 𝑌𝑌� is the kth principal component 
 𝐶𝐶𝐶𝐶𝐶  are the coefficients 

 
Using PCA, in our study, we found out that nine PCA 

explains 89% of all the overall variation in the dataset. 
Therefore, only nine PCAs were used by K-means for 
segmentation. 

To check the model performance, we had to ensure that an 
optimum number of clusters was selected. To achieve this, we 
used various methods including elbow, Silhouette, and 
Calinski-Harbaz. All the three methods agree on four clusters 
as the optimum number as depicted in Fig. 4, Fig. 5 and Fig. 6. The 
number of clusters given by these methods confirms the rule of 
thumb that suggests that the number of clusters should not be 
few or many to tailor marketing strategy and optimize resources 
[19]. It also makes sense in the eyes of the researchers to have 
optimum clusters of less than five in the banking industry. Other 
methods of clustering evaluation require to know ground truth 
which we did not know and compare it with the outcome of the 
model. 

C. Model Framework 
The model framework shows the process from data acquisition, 
preprocessing, modeling, and production of output. It was 
inspired by previous works in credit card segmentation and 
clustering [8][17]. The k-Means first determines the number of 
optimum clusters, then the algorithm selects the centroids, 
computing the distance between the centroid and the 
observation, if the distance that observation is assigned to that 
cluster is minimum, if not, that observation is moved to the next 
cluster. After moving the observation to the next cluster, the 
process starts again by comparing the distance until all 
observations have been assigned clusters. 

 

 
Fig. 4: The elbow method indicates the optimum number of clusters where the 
bend of the curve in a shape of elbow is observed. In this case, at k=4, we see a 
change in the slope, and we consider k = 4 as the optimum number of clusters. 

 
Fig. 5: The silhouette coefficient increases up to the point where k=4 and then 
decreases. It exhibits a peak at k=4, which indicates the number for optimum 
clusters. 

 
Fig. 6: The optimum number of clusters in Calinski Harabaz method is given 
by first bend in the curve before a sharp increase. On this graph, the optimum 
number is at k=4. 
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Fig. 7 Credit card users segmentation process: credit card usage raw data are firstly pre-processed to check and remove outliers and missing values. Then data are 
transformed into a suitable format for modeling phase which produces users’ profiles as the final output. 

IV. IMPLEMENTATION 
In this section, we present a step by step implementation of 

the data segmentation process. As illustrated in Fig. 7, the 
process starts by inputting the transactional data and ends by 
generating user profiles as outputs. The implementation is 
illustrated through the concrete case, using credit card usage 
data from CIB (Section II-A), some details including the shape 
of final clusters and their detailed characteristics are omitted for 
confidentiality reasons. 

 

A. Data Pre-processing 
This step is comprised of three tasks: 

1) Missing data management some variables in the dataset 
had missing observations which had to be deleted for 
analysis. 

2) Data distribution checking - after the management of 
missing values, the data distribution had to be checked to 
have a general overview of the data skewness and scale to 
inform data transformation later. 

3) Outliers detection - this phase detected and removed 
outliers. In our case, the extreme observations were 
detected and removed using the interquartile method.  

B. Data Transformation and Dimension Reduction 
In this step we ranked the MG according to their usage to 

know the most preferred ones. After ranking the MGs, we have 
selected the top 5 MGs that represented consistency over time. 
As most credit card users performed fewer transactions during 
the period under consideration and few had huge transactions, 
this made the credit card data negatively skewed. The cube root 
was used to reduce the skewness before modeling. After the 
transformation of high skewed data, the minimum maximum 
scaling was used to normalize the data within a range of 0 and 
1. This facilitated values to be in the same range and avoid the 
bias that can be introduced by varying data scale.  

To reduce the number of features to be incorporated in the 
model, a PCA method was used for dimensionality reduction 
which performed a linear combination of the data to a lower-
dimensional space in a way that the variance of the data in the 
low-dimensional representation is optimum. 

C. Modeling with K-Means 
The clustering with K-Means has been done following the 

algorithm described in Algorithm 1. 
 

Algorithm 1 K-Means Clustering 
1: Select the optimum number of K based on the 

elbow, silhouette and Calinski methods. 
2: Partition the objects into k sub-sets. 
3: Identify the centroids (mean point) of the current 

partition. 
4: Repeat 
5:     for each data point 𝑥𝑥� do 
6:          Find the nearest centroid (𝐶𝐶� , 𝐶𝐶�, … , 𝐶𝐶�) 
7:          Assign the point to that cluster  
8:     end for 
9:     for each cluster 𝑗𝑗 = 1 … 𝑘𝑘 do 
10:         New centroid = mean of all points assigned to  

        that cluster 
11:     end for 
12: Until convergence or until the end of a fixed       

          number of iterations  
 

V. FINDINGS AND DISCUSSION 
The purpose of this study was to come up with homogeneous 

segments that represent customer purchasing behaviors. Armed 
with this segmentation, financial institutions can not only craft 
better value propositions for their customers, but they can also 
identify groups that are not well served by current offers.  

The analysis revealed that the customers are grouped into 
four distinct segments, their profiles, and a marketing strategy 
for each segment are reported in the next paragraphs. 

A. Segment 1: The Ordinary Joe / Jane 
Customers of this segment seem to use their cards on a 

general day to day basis for general shopping; healthcare, 
professional, telecommunication and commercial services; and 
electronics. 

Marketing Strategy: Acquiring and keeping these customers 
calls for a balancing act as they tend to spend in diverse yet 
common areas. They are your everyday average Joes and they 
tend to represent most people’s buying patterns. Keeping this 
group and reaching more people in the market requires royalty 
rewards, personalization of services and an easy account 
management system where they can manage their cash. The 
bank could also foster a sense of partnership by making these 
customers feel they are getting the best deal. 
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B. Segment 2: Fashion Lovers (Fashionistas) 
Customers in this segment tend to spend their money on all 

things fashion while occasionally making purchases in grocery 
stores and supermarkets, on telecommunication services and for 
electronics. 

Marketing Strategy: Acquiring and keeping these customers 
would be through plans such as partnering with huge popular 
retail clothing shops and having special cards that enter them to 
into drawings to win amazing gifts, giving them shopping 
discounts when they shop above a certain amount and having 
seasonal promotional sales especially towards big public 
holidays or celebrations a time when people tend to go all out 
in shopping. 

C. Segment 3: The Prosperous (Executives)  
Customers in this category, tend to be the big spenders, using 

their cards in several different segments from education to 
jewelry purchases. They are based off customers who tend live 
large and tend to travel; thus, they end up spending money on 
jewelry, food stores, restaurants, beverages, sports, leisure, 
transport, airline, and accommodation. They also perform 
government, legal and social services transactions together with 
education, either paying fees for someone else or investing in 
their education.  

Marketing Strategy: Getting a card into this segment’s wallet 
involves offering rewards for the amount they spend. To 
differentiate their card, we should not merely see them as a 
spending instrument but as a tool that facilitates financial 
success through ease of use. For instance, if a bank could offer 
them priority services such as direct international call lines and 
special banking lounges more users would be attracted to this 
and would not mind spending extra. 

D. Segment 4: Limited Spenders 
Individuals here seem to be those who use their cards to 

perform home constructions and purchase furniture. Beyond 
that, they use it for transport, sports, and leisure. They are not 
big spenders and use their card in a limited way. 

Marketing Strategy: To build and encourage this segment, 
the bank could respond to them through simplicity and 
transparency in fees, rates, and terms. This will bolster their 
confidence and will make a credit card be more viable. One 
such way is by giving them low interest rates. In addition, 
seasonal marketing advertisements to spur their spending will 
boost their spending behaviors. 

VI. CONCLUSIONS AND FUTURE WORKS 
The results of credit card customers segmentation revealed 

that customers are grouped into four distinct segments. Most 
customers belong to the ordinary joe, followed by fashion 
lovers, limited spenders and last are the prosperous. This was 
achieved from using the k-Means clustering algorithm. 
 

The purpose of this study was to transform the existing credit 
card business model and campaigns strategy at CIB from 
relying mainly on traditional value-based campaigns to targeted 
campaigns that are based on the customer’s needs, lifestyle, and 
usage preferences. We were able to extract customer purchasing 
behaviors and suggest tailored marketing strategies.  

Using the results of this study will improve customer 
satisfaction, boost customer activity, optimize the campaign 
associated marketing costs through targeted marketing 
activities and eliminate unnecessary transactional costs of 
merchant deals and partnerships that are irrelevant to the 
customers preferences.  

We recommend the CIB to use the results of the project in 
their marketing plans and update this model on quarterly basis 
to get new behaviors from customers. 

A. Future Directions 
The key limitation faced in this study is the customers’ 

segments movement throughout quarters. We think that by 
using monthly, bi-annual, and annual data can solve this 
problem; We suggest further investigations be done using those 
data for this end. Furthermore, we plan to conduct similar 
studies in other African countries, especially in sub-Saharan 
Africa, to understand the similarities/dissimilarities of card 
customers’ behaviors across Africa. 
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